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In this work, we present a Fully Eulerian framework for fluid-structure interaction (fsi) problems coupling the incompressible Navier-Stokes equations with a hyperelastic solid.

The Fully Eulerian framework is a monolithic implicit variational formulation for the coupled problem. In contrast to the well-established Arbitrary Lagrangian Eulerian (ALE) coordinates, the Fully Eulerian framework formulates both subproblems, fluid and solid, in Eulerian coordinates. This concept circumvents various difficulties connected to ALE coordinates since no artificial domain mapping is used. The formulation is an interface-capturing method and uses an extension of the solid’s deformation, the Initial Point Set, to detect the interface location.

By construction, very large deformation as well as topology changes like contact of the solid to the domain boundary or other solid parts are possible.

1 Introduction

We present a monolithic variational finite element method for fluid-structure interaction problems. Emphasis is on applications where very large structural deformations, free movement of the structure within a flow domain and contact of the structure with the domain’s boundary, with other structures or self-contact appears. The formulation presented in this work is Eulerian-Eulerian and a first variant of this novel approach has been suggested by Dunne [14, 15].

There exist countless different approaches to model and simulate fluid-structure interaction problems. Among them, we focus on monolithic models, where the complete problem is formulated in one coupled system including the interface conditions between solid and fluid. Monolithic models allow for implicit solution schemes, large timesteps and offer the possibility to use sensitivity based error estimation and optimization methods. They are well suited for the simulation of problems with large fluid densities as appearing in hemodynamics [18]. While fluid problems are naturally described in a fixed Eulerian coordinate framework, a Lagrangian, material centered description is the usual basis for solid problems. All monolithic schemes for a fluid-solid interaction must somehow match these two different frameworks.

In Lagrangian or arbitrary Lagrangian methods, the flow problem is mapped onto a matching reference domain. Classical approaches are the ALE method, see [29, 4, 35] or deforming-spatial-domain
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stabilized space-time methods (DSD/SST), see for instance [53, 51]. These formulations have in common, that kinematic and dynamic coupling conditions are easily embedded into trial spaces and established by variational techniques. A drawback of Lagrangian methods is the underlying transformation of the fluid-problem which can break down for large deformations or large solid movements. Lagrangian approaches are interface-tracking methods as the common interface is shared by both subproblems.

The Eulerian-Lagrangian methods use a Eulerian fixed computational mesh for the fluid problem and a Lagrangian mesh for the solid problems. Coupling of the two frameworks is accomplished by using force densities as in the immersed boundary method by Peskin [43] or the immersed interface method [39]. Other approaches introduce additional interface variables and couple the two systems using Lagrange multipliers. Examples are the fictitious domain method [22], or other recent approaches based on the extended finite element method [20]. A survey of interface coupling approaches is given by Felippa et. al. [17]. Eulerian-Lagrangian methods are interface-capturing approaches. The interface is not part of the fixed Eulerian fluid mesh and its location within the computational fluid domain must be captured implicitly as part of the solution scheme. An early approach for capturing the interface is the Volume of Fluid method [30], where a tracking function \( \Phi_V \) takes the value one in the fluid domain and zero in the solid domain. This function \( \Phi_V \) is transported with the interface velocity. A proper numerical approximation of \( \Phi_V \) with a sharp jump from fluid to solid domain is one of the difficulties connected to this scheme. Another possibility for capturing the interface – at first used to model multiphase-flows – is by means of a scalar Level-Set [42, 47] function \( \Phi_L \) which in any point of the domain indicates the signed distance to the interface. The interface itself is given as zero-contour of the Level-Set function. Based on Level-Sets, very efficient and simple numerical schemes exist to describe free-boundary and fluid-structure interactions [38]. Usually, Level-Set representations of the interface lack the ability to reproduce sharp corners. A general problem of Eulerian-Lagrangian methods are the approximation properties close to the interface. Since the fluid elements are cut by the interface and the solution may be discontinuous (or at least not differentiable) across the interface, approximation with standard finite elements is difficult. Here, the extended finite element method helps to improve accuracy [11, 20].

Finally, for problems with very large deformation, an Eulerian description of the structural problem is desirable [54, 41]. Using a fixed Eulerian background mesh, the interface between fluid and solid will freely move in the domain. A Eulerian method will always be of interface-capturing type. Dunne [14, 15] has first implementations of an Eulerian-Eulerian model for the interaction of an incompressible fluid with an hyper-elastic solid. Here, capturing of the interface is accomplished with the Initial Point Set (IPS), a vector-field \( \Phi_{IPS} \) used to transport the complete reference coordinate system. The IPS-method is able to capture interfaces with sharp edges. A finite difference approach for Eulerian-Eulerian fluid-structure interaction based on the Volume of Fluid method [30] is introduced by Sugiyama [50] et. al. Here, the coupling between incompressible fluid and structure is solved with a pressure correction iteration. An Eulerian-Eulerian fluid-structure interaction method based on Level-Set functions is introduced by He & Qiao [23]. Four Level-Set functions are required to represent the moving structure domain. Two of them take a role similar to the Initial Point Set as introduced by Dunne [14, 15].

The Fully Eulerian formulation introduced in this work is based on extensions of the IPS method [46, 16, 44]. Fluid and solid problem are given in an Eulerian formulation, the interface conditions are embedded in the function spaces and realized by variational load balancing. For capturing the interface the solid’s deformation will be extended to only a small layer in the fluid domain. The flow problem is modeled without any transformation and apart from the small interface layer no additional variables must be introduced, making the method very efficient.
In the second section we shortly introduce the required notation. Section 3 is devoted to the governing equations in Eulerian coordinates and deals with the coupling of fluid and solid problem. Details on discretization and the solution scheme are provided in Section 4. Finally, in Section 5 we present different numerical examples demonstrating the scope of this new Fully Eulerian fluid-structure interaction formulation. We conclude in Section 6.

2 Preliminaries

Let \( \Omega \subset \mathbb{R}^2 \) be a two dimensional domain. At time \( t = 0 \) this domain is split into a non-overlapping partitioning into the fluid part \( \Omega_f := \Omega_f(0) \) and solid part \( \Omega_s := \Omega_s(0) \) with a common interface \( \Gamma_i := \partial \Omega_f \cap \partial \Omega_s \). We will consider problems, where the domain partitioning will change in time, the combined domain \( \Omega \) however will be fixed:

\[
\hat{\Omega}_f \mapsto \Omega_f(t), \quad \hat{\Omega}_s \mapsto \Omega_s(t), \quad \Gamma_i(t) = \partial \Omega_f(t) \cap \partial \Omega_s(t), \quad \Omega = \Omega_f(t) \cup \Omega_s(t).
\]

At time \( t = 0 \) we call \( \hat{\Omega}_f \) and \( \hat{\Omega}_s \) the reference configuration. In the context of fluid-structure interaction, \( \hat{\Omega}_f \) refers to the Lagrangian view-point and \( \Omega_s(t) \) to the Eulerian. For simplicity, we will consider problems with Dirichlet boundary conditions only and define

\[
\Gamma_f(t) := \partial \Omega_f(t) \cap \partial \Omega, \quad \Gamma_s(t) := \partial \Omega_s(t) \cap \partial \Omega.
\]

As function spaces we use the Lebesgue space \( L^2(\Omega) \) in the domain \( \Omega \) or in the (moving) subdomains as well as Sobolev-spaces \( H^m(\Omega) \) of \( L^2 \) functions with weak derivatives in \( L^2 \). By \( \langle \cdot, \cdot \rangle_\Omega \) we denote the \( L^2 \)-inner product and by \( \| \cdot \|_\Omega \) the usual \( L^2 \)-norm on \( \Omega \). Further, by \( \langle \cdot, \cdot \rangle_\Gamma \) we denote the \( L^2 \)-inner product on (parts of) the boundary \( \Gamma \subset \partial \Omega \), usually the inner interface between the two subdomains. By \( H^1(\Omega) \) we denote the Lebesgue space of \( L^2 \)-functions with first weak derivative in \( L^2 \) and by \( H^1_0(\Omega; \Gamma) \) the space of \( H^1 \)-functions with trace zero on (parts of) the boundary \( \Gamma \subset \partial \Omega \).

3 Eulerian formulation of fluid structure interaction

In this section we derive the coupled system of equations describing the interaction of an incompressible Stokes or Navier-Stokes fluid with an elastic structure of St. Venant Kirchhoff type. All equations are given in variational formulation. This allows for an easy transformation between Eulerian and Lagrangian coordinate frameworks.

3.1 Eulerian description of fluid flows

Fluid problems are naturally given in the Eulerian coordinate framework. Here, the flow domain \( \Omega_f(t) \) is moving in time along with the interface \( \Gamma_i(t) \) to the solid domain. On this interface, a no-slip condition is assumed for the viscous fluid. Let \( v_i(t) \) be an extension of the interface-velocity into the fluid domain. Then, velocity and pressure are given as

\[
v_f(t) \in v_i(t) + \mathcal{V}_f(t), \quad p_f(t) \in \mathcal{L}_f(t) : \quad \rho_f(\partial_t v_f(t) + v_f(t) \cdot \nabla v_f(t), \phi_f)_{\Omega_f(t)} + (\sigma_f(t), \nabla \phi_f)_{\Omega_f(t)} = \rho_f(f_f(t), \phi_f)_{\Omega_f(t)}
\]

\[
\langle \text{div } v_f(t), \xi_f \rangle_{\Omega_f(t)} = 0 \quad \forall \phi_f \in \mathcal{V}_f(t), \quad \forall \xi_f \in \mathcal{L}_f(t),
\]

where

\[
\mathcal{V}_f(t) = \{ v_f \in L^2(\Omega_f(t)) \mid \nabla \cdot v_f = 0 \}
\]

\[
\mathcal{L}_f(t) = \{ p_f \in L^2(\Omega_f(t)) \}
\]
where by \( V_f(t) \) and \( L_f(t) \) we denote suitable \( H^1 \)-function spaces for velocity and \( L^2 \)-spaces for the pressure on the moving domain \( \Omega_f(t) \). The Cauchy-stress tensor is given by

\[
\sigma_f := \rho_f \nu_f (\nabla v_f + \nabla v_f^T) - p_f I,
\]

where by \( \rho_f \) we denote the fluid’s density and by \( \nu_f \) its kinematic viscosity.

### 3.2 Lagrangian description of a St. Venant Kirchhoff material

In natural Lagrangian coordinates, elastic structures are modeled by describing the deformation of the reference domain \( \hat{\Omega}_s := \Omega_s(0) \) via \( \hat{T}_s(t) := \text{id} + \hat{u}_s(t) : \hat{\Omega}_s \rightarrow \Omega_s(t) \). The computational domain \( \hat{\Omega}_s \) is fixed. On \( \hat{T}_i := \Gamma_i(0) \) we drive the problem by interface-stresses coming from the flow domain. Let \( \hat{F}_s := I + \hat{\nabla} \hat{u}_s \) be the deformation gradient, \( \hat{J}_s := \text{det} \hat{F}_s \) its determinant and \( \hat{v}_s := d_t \hat{u}_s \) the solid’s velocity. The hyperelastic material is governed by:

\[
\hat{u}_s(t) \in \hat{V}_s, \quad \hat{v}_s(t) \in \hat{L}_s:
(\hat{\rho}_s d_t \hat{v}_s(t), \hat{\phi}_s)_{\hat{\Omega}_s} + (\hat{\nabla} \hat{\phi}_s)_{\hat{\Omega}_s} = \hat{\rho}_s (\hat{f}_s(t), \hat{\phi}_s)_{\hat{\Omega}_s} + (\hat{g}_s(t), \hat{\phi})_{\Gamma_i}
\]

\[
(d_t \hat{u}_s(t), \hat{\psi}_s)_{\hat{\Omega}_s} = (\hat{v}_s(t), \hat{\psi}_s)_{\hat{\Omega}_s}
\quad \forall \hat{\phi}_s \in \hat{V}_s, \quad \forall \hat{\psi}_s \in \hat{L}_s.
\]

Again, by \( \hat{V}_s \) and \( \hat{L}_s \) we denote suitable function spaces on \( \hat{\Omega}_s \). By \( \hat{g}_s \) we denote interface-stresses on the interface boundary and by \( \hat{\rho}_s \) the solid’s density (in unloaded reference configuration). With the Lamé coefficient \( \lambda_s \) and shear modulus \( \mu_s \) the second Piola Kirchhoff stress tensor for a St. Venant Kirchhoff material [31] is given by

\[
\hat{\Sigma}_s := 2\mu_s \hat{E}_s + \lambda_s \text{tr} (\hat{E}_s) I,
\]

where \( \hat{E}_s := \frac{1}{2} (\hat{F}_s^T \hat{F}_s - I) \) is the Green-Lagrange strain tensor.

### 3.3 Eulerian description of a St. Venant Kirchhoff material

The Eulerian version of solid equation (2) is derived by simple integral transformation using the natural mapping to the Eulerian framework \( T_s(t) : \Omega_s \mapsto \Omega_s(t) \). First, for an Eulerian coordinate \( x := \hat{x} + \hat{u}_s(\hat{x}, t) \) we define on \( \Omega_s(t) \) the Eulerian deformation \( u_s(t) \in V_s(t) \) and velocity \( v_s(t) \in L_s(t) \):

\[
u_s(x, t) := u_s(\hat{x}, t), \quad v_s(x, t) := \hat{v}_s(\hat{x}, t).
\]

These definitions allow us to introduce an inverse mapping \( T_s(t) : \Omega_s(t) \rightarrow \hat{\Omega}_s \) back to the reference domain, its deformation gradient \( F_s \) and determinant \( J_s \):

\[
T_s(x, t) := x - u_s(x, t), \quad F_s := \nabla T_s = I - \nabla u_s, \quad J_s := \text{det} F_s.
\]

With the relation \( T_s(t) \circ \hat{T}_s(t) = \text{id} \), it follows in Eulerian coordinates:

\[
F_s \hat{F}_s = I \quad \Rightarrow \quad F_s = \hat{F}_s^{-1}, \quad J_s := \hat{J}_s^{-1}, \quad E_s := \frac{1}{2} (F_s^{-T} F_s^{-1} - I).
\]

Next, let \( \hat{\phi}(t) \in \hat{V}_s \) be arbitrary with Eulerian counterpart \( \phi(t) \in V_s(t) \) defined by \( \phi(x) := \hat{\phi}(\hat{x}) \). Then, it holds:

\[
\nabla \hat{\phi} \cdot \nabla \phi = \nabla \phi F_s^{-1}, \quad d_t \phi = \partial_t \phi + v_s \cdot \nabla \phi.
\]
Integral transformation of (2) using (4), (5) and (6) gives the Eulerian formulation of the solid problem:

\[
\begin{align*}
\rho_s J_s^{-1} \Sigma_s F_s^{-T} &= J_s F_s^{-1} (2\mu_s E_s + \lambda_s tr(E_s)) F_s^{-T}, \\
E_s &= \frac{1}{2} (F^{-T} F^{-1} - I).
\end{align*}
\]

In Eulerian framework, the solid’s density gets \(\rho_s(x,t) = J_s(x,t) \hat{\rho}_s(\hat{x})\). Transition to Eulerian coordinates gives rise to convective terms in the momentum equation as well as the velocity-deformation relation. These terms have to be carefully resolved by the discretization scheme. We give details in Section 4.2.

### 3.4 Coupled fluid structure interaction problem in Eulerian coordinates

Coupling of (1) and (7) is accomplished by prescribing balancing conditions for velocity and normal stresses on the common interface:

\[
v_f(t) = u_s(t), \quad \sigma_f(t)n(t) = \sigma_s(t)n(t) \quad \text{on } \Gamma_i(t).
\]

We realize these conditions by variational techniques. Continuity of velocities is incorporated in one globally defined and “continuous” trial space \(V\) on \(\Omega = \Omega_f(t) \cup \Omega_s(t)\). For \(v(t) \in V\) we use the notation \(v_f(t) := v|_{\Omega_f(t)}\) and \(v_s(t) := v|_{\Omega_s(t)}\). While looking straightforward, prescribing continuity of the velocities reveals a regularity problem that is discussed in literature [13]; without further damping, the structure’s velocity lacks the required regularity to have a well-defined trace on \(\Gamma_i(t)\). Although being fundamental, we do not elaborate on this issue here.

The dynamic condition coupling the normal-stresses is realized by means of variationally consistent load evaluation [10, 21] choosing common and “continuous” test-functions \(\phi \in V\) with \(\phi_s := \phi|_{\Omega_s(t)}\) and \(\phi_f := \phi|_{\Omega_f(t)}\). Then, the dynamic condition is inherently given \((g_s = 0)\) with integration by parts. It holds for the relevant terms in the momentum equation:

\[
(\sigma_f, \nabla \phi_f)_{\Omega_f} + (\sigma_s, \nabla \phi_s)_{\Omega_s} = -(\text{div } \sigma_f, \phi_f)_{\Omega_f} - (\text{div } \sigma_s, \phi_s)_{\Omega_s} \\
+ \int_{\partial \Omega_f} \sigma_f n_f \cdot \phi_f \, d\Omega + \int_{\partial \Omega_s} \sigma_s n_s \cdot \phi_s \, d\Omega,
\]

where by \(n_f\) and \(n_s\) we denote the outward facing normal vectors at the subdomains boundary. On boundaries with Dirichlet condition, these boundary integrals vanish due to \(\phi = 0\). On the common interface \(\Gamma_i\), it holds \(n_f = -n_s\). Further, with \(\phi := \phi_f = \phi_s\) on \(\Gamma_i\) we get

\[
\int_{\Gamma_i} \sigma_f n_f \cdot \phi_f \, d\Omega + \int_{\Gamma_i} \sigma_s n_s \cdot \phi_s \, d\Omega = \int_{\Gamma_i} (\sigma_f - \sigma_s) n \cdot \phi \, d\Omega,
\]

where we have picked \(n := n_f\). Therefore, continuity of stresses \(\sigma_f n = \sigma_s n\) holds by variational principles. For simplicity of notation we introduce characteristic functions with respect to the two subdomains:

\[
\chi_f(x,t) := \begin{cases} 1 & x \in \Omega_f(t) \\ 0 & x \in \Omega_s(t) \end{cases}, \quad \chi_s(x,t) := \begin{cases} 1 & x \in \Omega_s(t) \\ 0 & x \in \Omega_f(t) \end{cases}.
\]
Combining (1) and (7) the coupled fsi problem is given using the globally defined function spaces:

\[ v \in \mathcal{V}, \quad u_s \in \mathcal{V}_s, \quad p_f \in \mathcal{L}_f : \]

\[
((\rho_f \chi_f + J_s \sigma_s \chi_s)(\partial_t v + v \cdot \nabla v), \phi) + \left( \sigma_f \chi_f + \sigma_s \chi_s, \nabla \phi \right) = (\rho_f f_f \chi_f + J_s \sigma_s f_s \chi_s, \phi) \]

\[
(\text{div } v_f, \xi_f)_{\Omega_f(t)} = 0
\]

\[
(J_s (\partial_t u_s + v \cdot \nabla u_s), \psi_s)_{\Omega_s(t)} = (J_s v_s, \psi_s)_{\Omega_s(t)}
\]

\[ \forall \phi \in \mathcal{V}, \quad \xi_f \in \mathcal{L}_f \quad \psi_s \in \mathcal{L}_s. \]

The crux of this very simple looking variational formulation is the partitioning of the domain \( \Omega \) into the two subdomains described by (9). The characteristic functions depend on the solution, namely on \( u_s \), itself. Dunne [15] used the deformation to introduce an additional global vector field, the Initial Point Set \( \Phi_{\text{IPS}} \) which at time \( t = 0 \) is the identity \( \Phi(x,0) = x \) and then transported with the solid’s velocity \( v_s \) and its extension to the fluid-domain. This IPS function helps to find a reference location of every Eulerian point. We further simplify this approach by directly using the Eulerian inverse transformation \( T_s(t) := \text{id} - u_s(t) : \Omega_s(t) \rightarrow \hat{\Omega}_s \) and its extension to define the characteristic functions:

\[
\chi_s(x,t) := \begin{cases} 
1 & x - u(x,t) \in \hat{\Omega}_s \\
0 & x - u(x,t) \notin \hat{\Omega}_s
\end{cases},
\]

\[
\chi_f(x,t) := 1 - \chi_s(x,t),
\]

where \( u : \Omega \rightarrow \mathbb{R}^2 \) is an extension of \( u_s \) to the whole domain. The extension \( u \) of the solid’s deformation \( u_s \) establishes the Initial Point Set by the relation \( \Phi_{\text{IPS}}(x,t) := x - u_s(x,t) \). Note, that for a fluid-coordinate \( x \in \Omega_f(t) \) we do not necessarily require \( x - u_s(x,t) \in \hat{\Omega}_f \), see (11).

### 3.5 Comparison to ALE formulations

In the classical ALE formulation for FSI problems the structure problem is formulated on the static reference domain \( \hat{\Omega}_s \) and the flow problem is mapped onto the fixed matching domain \( \hat{\Omega}_f \) via \( \hat{T}_f(\hat{x},t) := \hat{x} + \hat{u}_f(\hat{x},t) \), where \( \hat{u}_f = \text{ext}_f(u_s) \) is an extension of the solid’s deformation field to the flow domain, see [35, 36, 21, 2]. By this transformation, the interface does not move in the computational domain and can easily be resolved with high accuracy. As a drawback, strong nonlinearities are introduced. For comparison with (10), the variational formulation of the coupled ALE system is given by:

\[
(\hat{J} \rho_f \hat{\partial}_t \hat{v}_f + \rho_f \hat{F}^{-1}(\hat{v}_f - \partial_t \hat{T}_f) \cdot \hat{\nabla} \hat{v}_f, \hat{\phi})_{\hat{\Omega}_f} + (\hat{J} \hat{\sigma}_f \hat{F}^{-T} \hat{\nabla} \hat{\phi})_{\hat{\Omega}_f} + (\hat{J} \hat{\rho}_s \hat{\partial}_t \hat{\psi}_s, \hat{\phi})_{\hat{\Omega}_s} + (\hat{J} \hat{\sigma}_s \hat{\hat{\nabla}} \hat{\phi})_{\hat{\Omega}_s} = (\hat{J} \rho_f f_f, \hat{\phi})_{\hat{\Omega}_f} + (\rho_s f_s, \hat{\phi})_{\hat{\Omega}_s}
\]

\[
(\hat{\text{div}}(\hat{J} \hat{F}^{-1} \hat{v}_f), \hat{\xi})_{\hat{\Omega}_f} + (d \hat{u}_s - \hat{v}_s, \hat{\psi})_{\hat{\Omega}_s} = 0,
\]

with deformation gradient \( \hat{F} := I + \hat{\nabla} \hat{u} \), its determinant \( \hat{J} \) and the stress tensors in Lagrangian formulation:

\[
\hat{\sigma}_f := \rho_f v_f (\hat{\nabla} v_f \hat{F}^{-1} + \hat{F}^{-T} \hat{\nabla} v_f^T) - \hat{\rho} I, \quad \hat{\Sigma}_s := \mu_s \hat{E}_s + \lambda_s \text{tr}(\hat{E}_s).
\]

In both formulations, Eulerian and ALE, an extension of the deformation into the fluid domain is introduced. The conceptual difference between the Eulerian and ALE formulation is the use of the deformation-extension to the flow domain. In ALE, this extension is used to establish a mapping \( \hat{T}_f(\hat{\Omega}_f) = \Omega_f(t) \) for the transformation of the equations. This gives rise to one fundamental problem: if the mapping gets irregular, i.e. \( \hat{J}_f := \text{det}(\hat{\nabla} \hat{T}_f) \rightarrow 0/\infty \), the ALE formulation will break down. This is unavoidable in the case of very large movement (e.g. permanent rotation of a free solid) or topology change (e.g. contact of the solid with the domain’s boundary).
In the Fully Eulerian formulation, the extension $u_f$ is only used to capture the interface as a look-up function in the definition of (11). Here $T_f(\Omega_f(t)) \neq \hat{\Omega}_f$ is allowed. We only expect $T_f(\Omega_f(t)) \cap \hat{\Omega}_s = \emptyset$. This gives more freedom in the choice of the extension’s boundary values. Possible regularity problems of $u_f$ do not influence the overall scheme. For the numerical application it will turn out, that the extension $u_f$ is only required in a small layer around $\Gamma_i(t)$. Beyond this layer it is sufficient to solve the Navier-Stokes equations without further variables. This leads to a very efficient scheme.

One major drawback of transforming the structure system to Eulerian coordinates is the introduction of convection terms in the equations. Here loss of conservation principles due to numerical diffusion has to be expected. Further, even if the coupled Eulerian system (10) does not include strong nonlinearities at first glance (like it is the case for ALE), implicit domain affiliation leads to nonlinearities in the coupling. This even holds true, if linear models (Stokes and linear elasticity) are coupled. Finally, by having the interface cut through mesh elements, a discretization will require finer meshes to get accuracies similar to those of the ALE approach.

4 Discretization

In this section, we describe the discretization scheme used to approximate the fluid-structure interaction system (10). In short, we use a semi-implicit time stepping scheme for temporal discretization and a stabilized equal order finite element discretization in space.

4.1 Temporal discretization

Let $0 = t_0 < t_1 < \cdots < t_M = T$ be a subdivision of the time interval $[0, T]$ with (possibly non uniform) step-size $k_m := t_m - t_{m-1}$. By $u_k = (u^m_s)_{m=0}^M$, $v_k = (v^m)_{m=0}^M$ and $p_k = (p^m_f)_{m=0}^M$ we define the solution $U^m := \{v^m, u^m_s, p^m_f\}$ at the discrete time-step $t_m$. Every time-step is split into two sub-steps: (1) we march in time $U^{m-1} \rightarrow \tilde{U}^m$, (2) we update the domain partitioning $\Gamma^{m-1}_i \rightarrow \Gamma^m_i$ by extending the new solid-deformation $\tilde{u}_s^m$ and then project the solution to the new domains $\tilde{U}^m \rightarrow U^m$.

(1) time-marching For simplicity, we define $\chi_{f/s}^m := \chi(t_m)_{f/s}$, $\Omega_{f/s}^m := \Omega_{f/s}(t_m)$, and combine trial-spaces and test-spaces to

$U^m \in X^m := \mathcal{V} \times \mathcal{V}_s(t_m) \times \mathcal{L}_f(t_m)$, $\Phi \in Y^m := \mathcal{V} \times \mathcal{L}_s(t_m) \times \mathcal{L}_f(t_m)$.

For time-stepping, we use the $\theta$-scheme and starting with $U^{m-1} \in X^{m-1}$ we find the intermediate $\tilde{U}^m \in X^{m-1}$ by

$\tilde{U}^m \in X^{m-1} : A^{m-1}(\tilde{U}^m)(\Phi) = 0 \ \forall \Phi \in Y^{m-1}$, (12)
with the test-functions \( \Phi := \{ \phi, \psi_s, \xi_f \} \in Y^{m-1} \) and the semilinear form

\[
A^{m-1}(\tilde{U}^m)(\Phi) = k_m^{-1}((\rho_f \chi_f^{m-1} + \tilde{f}_m^s \rho_s \chi_s^{m-1})(\tilde{v}^m - v^{m-1}, \phi) + (\text{div} \tilde{v}^m, \xi_f)_{\Omega_f^{m-1}}
+ (\rho_f (\theta \tilde{v}^m \cdot \nabla \tilde{v}^m + (1 - \theta)v^{m-1} \cdot \nabla v^{m-1}), \phi)_{\Omega_f^{m-1}}
+ (\rho_s (\theta \tilde{v}^m \cdot \nabla \tilde{v}^m + (1 - \theta)v^{m-1} \cdot \nabla v^{m-1}), \phi)_{\Omega_s^{m-1}}
+ (\theta \tilde{\sigma}^m_f + (1 - \theta)\sigma_f^{m-1}, \phi)_{\Omega_f^{m-1}} + (\theta \tilde{\sigma}^m_s + (1 - \theta)\sigma_s^{m-1}, \phi)_{\Omega_s^{m-1}}
+ k_m^{-1}((\tilde{u}^m - u^{m-1}, \psi_s)_{\Omega_s^{m-1}} + (\theta \tilde{v}^m \cdot \nabla \tilde{u}^m + (1 - \theta)v^{m-1} \cdot \nabla u^{m-1}, \psi_s)_{\Omega_s^{m-1}}
- (\theta \tilde{v}^m + (1 - \theta)v^{m-1}, \psi_s)_{\Omega_s^{m-1}}
- \rho_f (\theta f_f^m + (1 - \theta)f_f^{m-1}, \phi)_{\Omega_f^{m-1}} - \rho_s(\theta f_s^m + (1 - \theta)f_s^{m-1}, \phi)_{\Omega_s^{m-1}}). \tag{13}
\]

The scalar parameter \( \theta \in (0, 1] \) controls the time-stepping scheme. For \( \theta = 1 \) we get a variant of the implicit Euler scheme, for \( \theta = 1/2 \) the well known Crank-Nicolson scheme which is of second order in the time. Since we use a first order explicit representation of the domain affiliation by freezing the characteristic functions at the old time step \( t_{m-1} \) we cannot expect second order convergence of the overall scheme in the general case. Nevertheless, we choose an implicitly shifted variant of Crank-Nicolson with \( \theta = \frac{1}{2} + O(k) \) to avoid excessive numerical dissipation in the fluid equation while formally preserving second order accuracy, see [26, 27, 40]. The intermediate solution \( \tilde{U}^m \in \mathcal{X}^{m-1} \) at time \( t_m \) is still given on the old domain partitioning belonging to \( t_{m-1} \). Transition to \( \mathcal{X}^m \) is accomplished in the second substep.

(2) extension step To generate a new partition \( \Gamma^{m-1} \rightarrow \Gamma^m \) we need to extend the intermediate deformation \( \tilde{u}^{m}_{s} \) to the entire domain. Then, given \( \tilde{u}^m : \Omega \rightarrow \mathbb{R}^2 \) we can define the new domain partitioning with help of the characteristic functions (11):

\[
\tilde{u}^{m-1} := \begin{cases} 
\tilde{u}^{m-1}_s & \text{in } \Omega^{m-1} \\
\text{ext}_f(\tilde{u}^{m-1}_s) & \text{in } \Omega^{m-1}_f, 
\end{cases} \quad \chi^m := \begin{cases} 
1 & x - \tilde{u}^{-m}(x, t) \in \hat{\Omega}_s \\
0 & x - \tilde{u}^{-m}(x, t) \notin \hat{\Omega}_s. 
\end{cases}
\]

Projection of \( \tilde{U}^m \) to the new domain partitioning is accomplished by simply restricting the extensions to the corresponding subdomains:

\[
v^m := \tilde{v}^m, \quad u^m_s := \tilde{u}^m_s|_{\Omega^m}, \quad p^m_f := \tilde{p}^m_f|_{\Omega^m_f}.
\]

This very simple extension and projection operation will limit the overall accuracy of the scheme to \( O(k) \). For obtaining higher order schemes, time-stepping should be performed on space-time slabs similar to the DSD/SST formulation introduced by Tezduyar [52]. For extending the deformation one should use an extension operator which preserves the stiffness of the structure like the biharmonic operator, see [25]. However, since we will introduce a discrete extension on the algebraic level we skip further discussions at this point.

4.2 Spatial finite element discretization

Equation (12) is discretized by a finite element method using continuous, piece-wise polynomial equal order elements. First, by \( \Omega_h \), we denote a triangulation of the domain \( \Omega \) into quadrilaterals. \( \Omega_h \) consists of open, non-overlapping elements \( K \in \Omega_h \) and all elements have interior angles which are bound close to \( \pi/2 \) in order to prevent too sharp or blunt corners. Details on principals of finite element
m meshes as well as necessary modifications to deal with adaptive meshes and local mesh refinement are given in the literature [12, 7, 3]. Let $Q^{(r)} = \text{span}\{x^iy^j, 0 \leq i, j \leq r\}$ be the polynomial space of degree $r$ in every direction. On $\Omega_h$, we define by $V_h$ the usual isoparametric finite element space of degree $r$:

$$V_h = \{ \phi \in C(\bar{\Omega}), \quad \forall K \in \Omega_h : \phi|_K \circ T_K^{-1} \in Q^{(r)}, \; Q^{(r)} \ni T_K : (0,1)^2 \to K \}. \quad (14)$$

This space (with the required modification at Dirichlet boundaries) is used for all solution variables. The triangulation $\Omega_h$ must not necessarily be aligned with the fluid and structure domain as it is usually the case in ALE formulations. Since the interface $\Gamma_i$ is moving, an alignment would ask for mesh-motion or even remeshing in every step. Besides the effort for accomplishing a tracking mesh, such a scheme would require careful projection of the solution between the time-steps. Conservation of physical principles, in particular incompressibility is very cumbersome, see e.g. [5].

Hence, an element $K$ can be cut by the interface $\Gamma_i(t)$ and be part of both subdomains. We introduce (overlapping) sub-partitionings for the fluid-mesh, the solid-mesh and the interface-mesh:

$$\Omega^m_{f/s,h} := \{ K \in \Omega_h; \; K \cap \Omega^m_{f/s} \neq \emptyset \}, \quad \Omega^m_{i,h} := \Omega^m_{f,h} \cap \Omega^m_{s,h}. $$

See the left sketch in Figure 1 for this partitioning. The affiliation of an element $K \in \Omega_h$ to the sub-meshes will change in time. Close to the interface layer $\Omega_{i,h}$ we will use locally refined meshes for a higher resolution at this critical coupling region. See Figure 2 for a snapshot of the solid’s deformation $u_{s,h}$.

Some of the solution variables like pressure $p_f$ and deformation $u_s$ are defined in parts of the domain $\Omega$ only:

$$p_{f,h} \in V^m_{f,h}, \quad u_{s,h} \in [V^m_{s,h}]^2,$$

where by $V^m_{f/s,h}$ we denote the finite element-space (14) restricted to $\Omega^m_{f,h}$ and $\Omega^m_{s,h}$, respectively. By this construction, different degrees of freedom are involved to represent a discrete function at different times. At the interface $\Gamma_i$, the discrete functions - like $p_{f,h}$ - are defined on the complete element $K \in \Omega_{i,h}$, their values however only enter the calculation within the physical domain as given by the discretized Initial Point Set. In Figure 2, we show a plot taken from the numerical examples in Section 5 which demonstrates this construction. Here, the solid fills the dark-shaded area on the mesh. The discrete deformation $u_{s,h}$ is defined on all elements $K$ that cover the solid-domain. This “sawtooth pattern” of the finite element solution is only used for reasons of practical implementation. The values of $u_{s,h}$ will only be used inside the solid domain $\Omega_s(t)$ given by Initial Point Set.

(1) Spatial discretization of the time-matching step By $X^m_h = V_h \times V^m_{s,h} \times L^m_{f,h}$ we denote a couple of $H^1$-conforming isoparametric finite element space of degree $r \geq 1$ as described in the previous paragraph. Let $U_h := \{v_h, u_{s,h}, p_{f,h}\} \in X^m_h$ be the unknown solution and $\Phi_h := \{\phi_h, \psi_{s,h}, \xi_{f,h}\}$ the

**Figure 1:** Left: partitioning of a finite element triangulation into overlapping sub-meshes. Right: partitioning of interface-elements into four triangles each used for accurate numerical quadrature.
Figure 2: Discrete deformation $u_{s,h}$ is defined only in $\Omega_{s,h}$ and on the adjacent layer of elements. The dark-shaded area denotes the real solid-domain. It is only here, that $u_{s,h}$ enters the computation.

set of test-functions. Since all unknowns (velocity, deformation and pressure) are discretized with order-$r$-finite elements, additional stabilization terms $S(\cdot)(\cdot)$ are added to the semi-linear form $A(\cdot)(\cdot)$ (see (13)). For stabilization of the inf-sup condition as well as for convective terms arising in the momentum equation, the Local Projection Stabilization is applied, see the survey [6] and [45] for a first application to fluid-structure interaction problems. These stabilization terms take the form

$$S_{\text{lps}}(U_h)(\Phi_h) = \sum_{K \in \Omega_{s,h}} \delta_K \left( v_h \cdot \nabla (v_h - \pi_h v_h), v_h \cdot \nabla (\phi_h - \pi_h \phi_h) \right)_K + \sum_{K \in \Omega_{f,h}} \alpha_K \left( \nabla (p_{f,h} - \pi_h p_{f,h}), \nabla (p_{f,h} - \pi_h p_{f,h}) \right)_K,$$

where by $\pi_h : V_h \rightarrow \tilde{V}_h$ we denote the local projection into a coarser space. Here, this coarser space is either the polynomial space with a reduced degree, or an equal-order space on a coarser mesh. See [6] for details on different choices for this local projection as well as for hints on the local choice of the stabilization parameters $\alpha_K$ and $\delta_K$. The LPS method is not suitable for the second equation in (13), since it lacks any natural diffusion: (for simplicity $\theta = 1$):

$$k^{-1}_m (\tilde{u}^m - u^{m-1}, \psi)_m^{-1} + (\tilde{v}^m \cdot \nabla \tilde{u}^m - \tilde{v}^m, \psi)_m^{-1} = 0 \quad \forall \psi \in \mathcal{L}_s.$$

Instead, we apply the usual residual based conforming streamline diffusion method and a second stabilization term is added to the set of equations:

$$S_{\text{supg}}(U_h)(\Phi_h) = \sum_{K \in \Omega_{s,h}} \left( k^{-1}_m (\tilde{u}^m - u^{m-1} + \tilde{v}^m \cdot \nabla \tilde{u}^m - \tilde{v}^m, \gamma_K \tilde{u}^m \cdot \nabla \psi)_m^{-1} \right).$$

We refer to [37] or [8] for details. The stabilized semi-linear form is denoted by $A_h(\cdot)(\cdot) := A(\cdot)(\cdot) + S_{\text{lps}}(\cdot)(\cdot) + S_{\text{supg}}(\cdot)(\cdot)$.

We emphasize, that deformation $u_{s,h} \in V_{s,h}$ and pressure $p_{f,h} \in L_{f,h}$ are not defined on the whole mesh. They appear only on the corresponding sub-meshes. As opposed to ALE formulation, no global extension of the solid deformation is required to solve the fluid-problem. By defining the deformation locally only on $\Omega_{s,h}$ (which is the solid domain plus the small layer of interface elements $\Omega_{i,h}$), a significant reduction of numerical effort is reached, as in many applications, the structure fills only a very small part of the entire domain. The stabilized Petrov-Galerkin formulation of (12) reads:

$$\tilde{U}^m_h \in X^{m-1}_h : \quad A^{m-1}_h (\tilde{U}^m_h)(\Phi_h) = 0 \quad \forall \Phi_h \in Y^{m-1}_h := V_h \times L^{m-1}_{s,h} \times L^{m-1}_{f,h}.$$
Since the interface $\Gamma_i(t)$ is moving through the domain and crossing mesh elements, one cannot align the mesh nodes with the interface. This is a one severe drawback compared to interface tracking formulations like ALE. Numerical integration thus has to carefully consider the interface regions that dominate the dynamics of the coupled problem. In Dunne [15] it was proposed to use summed integration formulas to evaluate integrals on elements touched by the interface. For an accurate integration a very large number of integration points is necessary. This method, not taking the specific layout of the interface into account is not efficient. Here, we approximate the interface by a piece-wise linear function and split every element touching the interface into four triangles. In the right sketch of Figure 1 we show examples for the splitting of an element into triangles. Each triangle is integrated with a seven-point Gauss formula [49].

A further approximation problem occurs, since piece-wise polynomial finite element functions $U_h \in X_h$ are not able to correctly reflect the solution’s behavior at the interface. While the velocity is continuous over $\Gamma_i$, it’s gradient is expected to have a jump. Here, one should use the extended finite element method [11, 20] for increasing the interface accuracy.

(2) Spatial discretization of the extension-step In the extension-step, we first have to extend the intermediate deformation $\tilde{u}_h^{m-1}$ into the fluid-domain. We assume, that the time-step $k_m$ is small enough to prevent interface-movements larger than one element-size

$$k_m \| v_h \|^{-1} \leq h.$$  

By this assumption it is sufficient to extend the deformation $\tilde{u}_h^m := \text{ext}_h(\tilde{u}_h^{m-1})$ to at most one layer of elements into the fluid-domain. Here, we use a simple constant extension. In Figure 3 we give a plot of a one dimensional configuration. After extending the deformation we can locate the new interface-location using the extended $\tilde{u}_h^m$. The new interface-location $x_i^m$ belonging to Figure 3 is characterized by the relation

$$x_i^m - \tilde{u}_h^m (x_i^m) = x_{i-1}^m - u_{h,s}^{m-1} (x_{i-1}^m).$$

Since $\tilde{u}_h$ is a piece-wise polynomial, this equation is easily solved for $x_i^m$ with some few steps of a Newton’s iteration. Likewise, we extend the intermediate pressure $p_{f,h}^m$ one layer into the solid mesh. Given the new partitioning $\Omega_{f,h}^m$, $\Omega_{s,h}^m$ we acquire $U_h^m$ by restriction to the subdomains:

$$u_h^m := \tilde{v}_h, \quad u_{s,h}^m := \tilde{u}_{s,f}^m \big|_{\Omega_{s,h}^m}, \quad p_{f,h}^m := \tilde{p}_{f,h}^m \big|_{\Omega_{f,h}^m}.$$
4.3 Solution scheme

In every time-step \( t_{m-1} \rightarrow t_m \) we need to solve a large, nonlinear coupled system of discretized partial differential equations given by (13) and (15):

\[
U_h \in X_h : \quad A_h(U_h)(\Phi_h) = 0 \quad \forall \Phi_h \in Y_h,
\]

where we have skipped the superscript \( \text{“}m\text{”} \) denoting the time-step. Given a suitable initial guess \( U_h^{(0)} \), which is usually the old time-step \( U_h^{(m-1)} \), we approximate the solution by a Newton iteration

\[
W_h^{(t)} \in X_h : \quad A_h'(U_h^{(t)})(W_h^{(t)}, \Phi_h) = -A_h(U_h^{(t)})(\Phi_h), \quad U_h^{(t+1)} := U_h^{(t)} + W_h^{(t)},
\]

where by \( A_h'(U_h)(W_h, \Phi_h) \) we denote the Gateaux derivative of \( A_h(\cdot, \cdot) \) in direction \( W_h := \{ w_h, r_h, q_h \} \in X_h \). This derivative is computed analytically based on the variational form (13). The Jacobian of the Navier-Stokes equations is standard and found in the literature. Computing the Jacobian of elastic structure equations, in particular including fluid-structure interactions is more involved, see [21, 2, 45] for works regarding ALE formulations. Here, due to the separate extension step, the Jacobian does not include derivatives with regard to the movement of the domain. Including these derivatives will be necessary when deriving fully implicit time-stepping schemes which will help to increase stability for larger time-steps. In this case, the derivatives with regard to the domain movement correspond to shape-derivatives as known from topology- and structure-optimization problems [48]. In the context of fluid-structure interactions or free-surface flows, these shape derivatives are analyzed by Brummelen and coworkers [58, 57]. As mentioned, using the semi-implicit time-stepping scheme we only need to evaluate the derivatives with respect to the principal variables which are easily given with help of the following fundamental relations [31, 45]:

\[
\frac{\partial F_s^{-1}(u)}{\partial u}(\phi) = F_s^{-1}(u)\nabla \phi F_s^{-1}(u), \quad \frac{\partial J_s(u)}{\partial u}(\phi) = J_s(u)F_s^{-1}(u) : \nabla \phi.
\]

For completeness, we give the full Jacobian of \( A(\cdot, \cdot) \) for the case of the backward Euler scheme \( (\theta = 1) \) using the notation \( W := \{ w, r, q \} \in X_h^{m-1} \) and skipping all indices regarding temporal and spatial discretization

\[
A'(U)(W, \Phi) = k_m^{-1}((\rho_f \chi_f + J_s \rho_s)w + \rho_s F^{-1} : \nabla r, \phi) + (\text{div } w, \xi_f)_{\Omega_f} + (\rho_f \nu_f(\nabla w + \nabla w^T) - q I, \nabla \phi)_{\Omega_f} + (D\sigma_s(u)(r), \nabla \phi)_{\Omega_s} + (k_m^{-1} r + v \cdot \nabla r + w \cdot \nabla u - w, \psi_s)_{\Omega_s} - (\rho_s(JF^{-1} : \nabla r, \phi))_{\Omega_s},
\]

with the derivatives of the St. Venant Kirchhoff stress tensor in Eulerian coordinates:

\[
D\sigma_s(u)(r) = (F^{-1} : \nabla r)\sigma_s(u) + F^{-1}\nabla r \sigma_s(u) + \sigma_s(u)\nabla r^T F^{-T} + \mu JF^{-1} F^{-T} (\nabla r^T F^{-T} + F^{-1} \nabla r) F^{-1} F^{-T} + \lambda_s JF^{-1} \text{tr}(F^{-1} \nabla r F^{-1} F^{-T}) F^{-T}.
\]

A very efficient implementation of these derivatives is possible since most terms, like the product \( F^{-1} F^{-T} \) appear very often and must be coded only once. The linear system to be solved in every step of the Newton iteration involves a very large and coupled, ill conditioned matrix given by (16) and (17). In this first work on the Eulerian method we use a direct solver for these linear problems. While multigrid methods are well established for both solid and fluid computations, the application to a coupled fluid-structure interaction problem is very involved. For efficient solving one has to exploit a partitioned structure within the multigrid smoother, see [24, 32, 9, 19]. Application of a partitioned inner iteration to the Eulerian formulation is difficult, since the interface cuts through mesh elements and no strict partitioning is available.
\[ M = (0.2, 0.2), \quad A = (0.6, 0.2) \]

Figure 4: Configuration of the \textit{csm-1} and \textit{fsi-1} benchmark problems as published by Hron & Turek [33].
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Figure 5: Configuration of the \textit{csm-1} benchmark problem and modifications with larger gravity force. Left \( g_s = -2 \), middle \( g_s = -4 \) and right \( g_s = -8 \).

5 Numerical Examples

For validation of the Eulerian model, we first consider two simple fluid-structure interaction benchmarks, the \textit{csm-1} problem and the \textit{fsi-1} problem as proposed by Hron and Turek [33]. Both benchmark problems use the configuration as shown in Figure 4, where an incompressible fluid flows around a circular obstacle and an elastic beam that is attached to this rigid obstacle. In the \textit{csm-1} benchmark configuration the fluid is initially at rest and the beam undergoes a deformation caused by a gravity force. In the \textit{fsi-1} benchmark problem no gravity force is acting, but the flow is driven by an inflow profile. Both problems have a stationary solution and highly accurate results for different functional values are available in literature [33, 34]. Finally, we describe a more challenging test-case, where an elastic ball falls in a container filled with an incompressible fluid. The ball touches the bottom of the container and rebounces. Here we focus on modeling this collision of elastic structure with the domain’s boundary.

5.1 Model validation: \textit{csm-1}

In this first test-case, a gravity force is acting on the elastic structure \( f_s := -J_s \hat{\rho}_s g_s \chi_s \) shown in Figure 4. In the original benchmark configuration [33] \( g_s = 2 \) has been used, Wick [55] also published results for \( g_s = 4 \) yielding a larger deformation. To exploit the possibilities of very large deformation with the Eulerian approach, we add a further test-case using \( g_s = 8 \). We measure the deformation \( u_s \) in the tip of the beam \( A = (0.6, 0.2) \) in the stationary limit. In Table 1 we present the deflections in this measurement point on different meshes with decreasing mesh sizes under three different gravity forces. For comparison, we indicate the reference values are stated in [33, 34] and [55, 56]. The complete set of parameters used in this configuration is:

\[ \hat{\rho}_f = \hat{\rho}_s = 10^3, \quad \nu_f = 10^{-3}, \quad \mu_s = 5 \cdot 10^5, \quad \lambda_2 = 2 \cdot 10^6, \quad f = -g_s J_s \hat{\rho}_s \chi_s \quad (18) \]

It is clearly seen, that the Full Eulerian method yields accurate values which are very close to the reference values cited from the literature. Further, the Eulerian framework is able to increase the
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gravity force up to a point \( (g_s = 8) \) where the beam touches the rigid bottom of the flow-channel, see Figure 5. Here, no results for comparison are available in the literature.

<table>
<thead>
<tr>
<th>mesh size</th>
<th>( g_s = 2 ) ( u^x(A) ) ( u^y(A) )</th>
<th>( g_s = 4 ) ( u^x(A) ) ( u^y(A) )</th>
<th>( g_s = 8 ) ( u^x(A) ) ( u^y(A) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_{\text{min}} \approx 0.008 )</td>
<td>6.372 61.84 21.22 114.54</td>
<td>59.846 189.74</td>
<td></td>
</tr>
<tr>
<td>( h_{\text{min}} \approx 0.004 )</td>
<td>7.116 64.70 25.02 121.25</td>
<td>65.760 192.03</td>
<td></td>
</tr>
<tr>
<td>( h_{\text{min}} \approx 0.002 )</td>
<td>7.149 66.07 25.10 122.16</td>
<td>66.857 192.35</td>
<td></td>
</tr>
<tr>
<td>Hron &amp; Turek [33]</td>
<td>7.187 66.10</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Wick [55, 56]</td>
<td>7.150 64.90</td>
<td>25.33 122.30</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 1: Results for the CSM-1 benchmark problem using increasing volume forces. Functional values on a sequence of meshes. Comparison to reference values taken from the literature using the ALE framework.

### 5.2 Model validation: fsi-1

As a second test-case of the benchmark-suite published by Hron & Turek we refer to the fsi-1 problem. The flow is driven by a parabolic inflow profile on the boundary \( \Gamma_{\text{in}} \):

\[
v_{\text{in}} = \frac{y(H - y)}{4H^2}v_{\text{max}}, \quad H = 0.41, \quad v_{\text{max}} = 0.3.
\]

Due to a slight unbalance in the configuration (see Figure 4) the elastic beam undergoes a small deflection. Apart from this modification, the material constants are taken as described in (18). Besides measuring the deflection of the beam, drag- and lift-values of the obstacle (rigid circle & beam) where to be estimated. Let \( \Gamma_{\text{obs}} := \Gamma_i \cup \Gamma_{\text{circle}} \setminus \Gamma_{\text{base}} \) be the complete outer boundary of the obstacle. Here, we consider the drag-value:

\[
J_{\text{drag}} = \int_{\Gamma_{\text{obs}}} n_f \sigma_f e_1 \, ds.
\]

Evaluation of these integrals is not trivial in the Eulerian setting, since \( \Gamma_{\text{obs}} \) depends on the solution itself and further since \( \Gamma_{\text{obs}} \) cuts through mesh elements which makes the integration difficult. Hence, for evaluation purposes we first modify the functionals by using the dynamic coupling condition (8) and inserting zero:

\[
J_{\text{drag}} = \int_{\Gamma_{\text{circle}}} n_f \sigma_f e_1 \, ds + \int_{\Gamma_i} n_f \sigma_f \, e_1 \, ds \pm \int_{\Gamma_{\text{base}}} n_s \sigma_s e_1 \, ds
\]

\[
= \int_{\Gamma_{\text{circle}}} n_f \sigma_f e_1 \, ds + \int_{\Gamma_{\text{base}}} n_s \sigma_s e_1 \, ds - \int_{\partial \Omega_s} n_s \sigma_s e_1 \, ds.
\]

In the stationary limit (and in the absence of external forces) it holds for the exact solution \( \int_{\partial \Omega_s} n \sigma \, ds = -f_{\Omega_s} \, \text{div} \sigma_s \, dx = 0 \) and hence:

\[
J_{\text{drag}} = \int_{\Gamma_{\text{circle}}} n \sigma e_1 \, ds,
\]

where by \( n \) we denote the outward facing normal vector (whether in \( \Omega_f \) or \( \Omega_s \)) and by \( \sigma \) the corresponding acting tensor. Evaluation of this boundary integral is straightforward, since the boundary
Table 2: fsi-1 benchmark results. Drag-coefficient $J_{\text{drag}}(U_h)$ evaluates as boundary integral and reformulated as residual expression. The reference value taken from literature is given by $J_{\text{drag}} = 14.2940 \pm 10^{-5}$.

$\Gamma$ circle is fixed, even in the Eulerian setting. The accuracy of this functional evaluation can be further enhanced by expressing it in terms of variational residuals (Babuška-Miller-Trick) [1, 10, 45]. In Table 2 we gather the drag-value as obtained with the Eulerian approach. For evaluation of the functional we consider both the boundary integrals as well as the reformulation into residual terms. A good reference value $J_{\text{drag}} = 14.2940 \pm 10^{-5}$ is available in the literature [34, 45]. In Figure 6 we show the error slopes of the drag approximation. Here we observe linear order of convergence (in the mesh-size $h$) for the boundary integral and quadratic convergence for the residual reformulation. Using piece-wise linear finite elements one would expect (at least for a pure incompressible flow problem) the double order of convergence. Here, order reduction will take place due to the limited discretization accuracy close at the elements that are cut by the moving interface. Remedy could be found by using local mesh adaptation close to the interface or considering the extended finite element method [11] for better accuracy in the interface region.

5.3 Contact problem

Finally, we model the “free fall” of an elastic ball $\Omega_s$ with radius $r_{\text{ball}} = 0.4$ in a container $\Omega = (-1, 1)^2$ filled with a viscous fluid $\Omega_f$. The container is closed at the bottom boundary $\Gamma_{\text{bot}} = \partial \Omega_{y = -1}$ but open at the top and the sides. Here, by open we refer to the “do-nothing” boundary condition

$$\nu \partial_n v - pn = 0,$$

which allows free in- and outflow of the fluid. See [28].

Figure 7 shows the configuration of this test-case. At time $t = 0$, the midpoint of the ball is at $x_0 = (0, 0)$. Since gravity is the only acting force on the solid, the ball will accelerate and fall to the
Figure 7: Falling ball bouncing of the bottom wall. Snapshots of the solution at times $t = 0$, $t = 0.71$, $t = 0.96$ (first contact), $t = 1.035$ (biggest deformation), $t = 1.125$ (breaking contact) and $t = 1.38$ (highest bounce-off).

bottom $\Gamma_{\text{bot}} = \{(x, -1), x \in (-1, 1)\}$. At this rigid wall with homogenous Dirichlet condition $v_f = 0$, the ball stops and due to elasticity it will bounce off again. The parameters used for this test-case are given by

$$
\rho_f = 10^3, \quad \hat{\rho}_s = 10^3, \quad \nu_f = 10^{-2}, \quad \mu_s = 10^4, \quad \lambda_s = 4 \cdot 10^4, \quad f = -J_s \hat{\rho}_s \chi_s.
$$

As functional outputs, we measure the average $y$-displacement and $y$-velocity of the structure as well as the structure’s volume:

$$
j_{\text{vol}}(t) := \int_{\Omega_s(t)} 1 \, dx, \quad j_u(t) := \int_{\Omega_s(t)} u^y_s(t) \, dx, \quad j_v(t) := \int_{\Omega_s(t)} v^y_s(t) \, dx.
$$
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Figure 8: Falling ball: functionals as plot over time. Left: solid’s average deformation. Middle: solid’s average velocity. Right: solid’s relative volume. The two turning points of the velocity for contact (C) and maximum bounce-off (B) are indicated in the middle plot.

Table 3: Left: maximum (negative) velocity reached in free fall. Right: maximum average velocity after bounce-off. Calculations on three different spatial and temporal meshes.

In Figure 7 we show snapshots of the solution for different times. By gravity influences, the ball is accelerated and finally touches the bottom boundary. here, the flow comes to a rest and the ball gets compressed. Then, by its elasticity it gets stretched and bounces back.

Figure 8 shows the progress of the functionals (19) as function over time. The left sketch shows the average deformation (which can be used to measure the position of the ball). Here it is clearly seen that due to the viscous damping of the fluid, the bounce-off height is considerably smaller than the initial height. The right sketch shows the volume of the ball. Due to the compression at impact-time, the volume gets reduced during the contact. Reduction of volume is possible, since the flow-container is open on the upper, left and right boundaries.

In Table 3 we indicate the maximum (negative) velocity that is reached at the time of first contact $t_C \approx 0.952$, as well as the maximum velocity that is reached after the first bounce-off $t_B \approx 1.105$, see Figure 8. Computations are done using three different temporal and spatial discretization parameters $h$ and $k$. All meshes are uniform in space and time. While the time-step has only a very small influence on the functional values we observe convergence under mesh-refinement.

Finally, in Table 4 we give the temporal error with regard to mass conservation

$$\| j_{\text{mass}}(t) - \hat{\rho}_s \pi r_{\text{ball}}^2 \|_{L^2([0,2])}, \quad j_{\text{mass}}(t) := \int_{\Omega(t)} J_s \hat{\rho}_s \, dx.$$  

Here, we observe $O(h^2)$ convergence. Being an interface-capturing method like Level-Sets, this result has to be expected for linear finite elements. The time-discretization parameter $k$ appears to be too small to have a substantial influence on the accuracy. The question of mass conservation is of great importance in the context of this Eulerian formulation, since the method by construction does not strictly guarantee this conservation.
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6 Outlook

In this paper we investigate a new, fully Eulerian variational formulation for fluid-structure interaction problems. The fully Eulerian formulation allows us to treat FSI problems with freely moving structures and with large deformations. This is the main advantage of the Eulerian method compared to interface tracking methods such as the arbitrary Lagrangian-Eulerian (ALE) method.

The method based on the Eulerian approach is inherently more expensive than the ALE method, since a careful capturing and discretization of the moving interface is necessary. Further, without local mesh adaptation at the interface, loss of accuracy and reduction to first order convergence has to be expected. One benefit of the Eulerian method is the standard description of the flow problem in Eulerian coordinates without the need to introduce additional variables and without the introduction of nonlinearities by means of domain transformations.

The Eulerian formulation allows the straightforward realization of problems with very large deformation, movement and even contact of the structure. Without the artificial domain mapping used in ALE approaches, the variational formulation is well-posed, even in the event of “near contact” where the elastic structure enters the last layer of mesh elements close to the boundary. This potential has been investigated for two model configurations.

In future work it will be of upmost importance to extend the discretization to a higher order scheme both in space and time. Here it will be necessary to use a fully implicit time-stepping scheme taking the domain movement into account. For this purpose it will be necessary to include shape derivatives with respect to the moving interface. Further, in the context of more realistic and three dimensional application problems an efficient multigrid solver for this monolithic coupled fsi-formulation must be developed. Both issues are subject to ongoing work.
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